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Transit Delay (Milliseconds)
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Mean transit delay for message samples in

NaradaBrokering: Different communication hops
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Message Payload Size (Bytes) 256 MB RAM
100 Mbps LAN
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Standard Deviation for message samples in NaradaBrokering
Different communication hops - Internal Machines
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Average delays per packet for 50 video-clients

NaradaBrokerlng Avg=2.23 ms, JMF Avg=3.08 ms
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Average |itter (std. dev) for 50 video clients.
NaradaBrokerlng Avg=0.95 ms, JIMF Avg=1.10 ms
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Functionality | WebSphere MQ Pastry NaradaBrokering
(formerly MQSeries)
Maximum number | Medium (MQisbasedon | Very large Very large
of nodes hosting the | the paint-to-point model.
: Thereisalimit on the
messaging effectiveness of thismodein
infrastructure lar ge configurations).
JMSCompliant | Yes No Yes
Guar anteed Yes Yes Yes
Messaging (Robust)
Support for routing \e} =S JXTA and later
P2P Interactions Gnutdla
Support for Audio/Video | N No Yes
Conferencing & raw RTP
clients
Communication through S No Yes
proxiesand firewalls
Support for XPath No Yes Yes
queries subscriptions
end-to-end Security | Yes No Yes
Network Performance NoO NoO Yes

Monitoring




Functionality |1 WebSphere MQ Pastry NaradaBrokering
(formerly M QSeries)
Workflow Support | Yes No NO
Support for P2P No Yes (Squirrd) No
distributed caching
Platformsor Hosting | 35different OSY Supported on platforms | Platforms

Environments

platforms supported.
Also supportstheJava
Platform.

which support C#
(Microsoft) or Java

(Rice).

supporting Java 1.4
(tunneling C++)

Maturity of Extremely mature, Fair Fair with some

Softwar e with very robust “production” testing
diagnostic information

Transport TCP,HTTP, TCP, UDP TCP (Bloc;king and

Protocols Multicast, SSL, non-blocking), UDP,

Supported SNA etc. Multicast, HTTP,

SSL, RTP, (GridFTP)

Multiple transport NS No Yes

protocols over

multiple hops.

Broker Network No No In Progress

Design Interface




Integration of PDA, Cell phone and Desktop Grid Access

+» Paar to Peer Grid
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